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Introduction 

In the development of many vertebrate neural 
systems, an initially rough connectivity pattern 
refines to a precise, mature pattern through activ- 
ity-dependent synaptic modification or rearrange- 
ment (reviewed in Miller, 1990a; Constantine-Pa- 
ton et al., 1990). What is known about these 
processes is generally consistent with a hypotheti- 
cal rule first proposed by Hebb (1949): synapses 
are strengthened if there is temporal correlation 
between their pre- and postsynaptic patterns of 
activity. The development often appears to be 
competitive: for a given pattern of activation, a 
correlated group of inputs may lose strength when 
competing with a more strongly activated corre- 
lated input group, yet retain or gain strength 
when competitors are absent (Wiesel and Hubel, 
1965; Guillery, 1972; Miller and MacKay, 1994). 

The classic example of such correlation-based, 
competitive development is the formation of ocu- 
lar dominance columns in the mammalian visual 
cortex (reviewed in Miller and Stryker, 1990; 
Shatz, 1990). Visual inputs from the lateral genic- 
ulate nucleus (LGN) to the visual cortex termi- 
nate in separate stripes or patches consisting 
largely or entirely of terminals serving a single 
eye (Fig. 1). There is a regular, periodic alterna- 

*This article is an updated version of an article that first 
appeared in Seminars in the Neurosciences, Vol. 4, No. 1 
(19921, pp. 61-73. With permission of Academic Press. 

tion across the cortex of patches dominated by 
each eye. This segregated projection develops in 
an activity-dependent manner from a diffuse, 
overlapping initial projection in which inputs serv- 
ing the two eyes project roughly equally through- 
out cortical layer 4. 

Orientation columns are another striking fea- 
ture of visual cortical organization (Hubel and 
Wiesel, 1962; reviewed in LeVay and Nelson, 
1991). Most cortical cells are orientation selec- 
tive, responding selectively to light/dark edges 
over a narrow range of orientations. The pre- 
ferred orientation of cortical cells varies regularly 
and periodically across the cortex. It has long 
been a popular notion that orientation columns, 
like ocular dominance columns, may develop by a 
process of activity-dependent synaptic competi- 
tion. However, evidence has been lacking, be- 
cause orientation selectivity generally develops 
before animals are born or have functioning vi- 
sion (Wiesel and Hubel, 1974; Sherk and Stryker, 
1976; Chapman and Stryker, 1993). This does not 
rule out activity-dependent development, because 
experiments have shown that there is sponta- 
neous neural activity, locally correlated within 
each eye, in the absence of vision and in the fetus 
(Mastronarde, 1989; Maffei and Galli-Resta, 1990; 
Meister et al., 1991; Wong et al., 19931, and that 
this activity is sufficient to guide activity-depen- 
dent ocular dominance segregation (Shatz and 
Stryker, 1988; Shatz, 1990, Miller and Stryker, 
1990). 
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The rules of synaptic modification that drive 
cortical development are presumably local to the 
environment of each synapse and its pre- and 
postsynaptic cells. We would like to understand 
these rules, yet often what can be observed is only 
a large-scale developmental outcome, such as 
ocular dominance segregation. At the same time, 
we would like to understand the mechanisms un- 
derlying these large-scale outcomes: which synap- 
tic plasticity rules could produce them, what other 
factors are required and how can alternatives be 
tested? To address these questions and others, 
various models have been devised for the devel- 
opment of columnar systems through local activ- 
ity-dependent synaptic modifkition. 

The Von der Malsburg model of column 
development 

Von der Malsburg first formulated such a model 
for the development of visual cortical columns 
through 'self-organization' (Von der Malsburg, 
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1973; Von der Malsburg and Willshaw, 1976; 
Willshaw and Von der Malsburg, 1976) (see also 
related models developed at about the same time: 
Wilson and Cowan, 1973; Nass and Cooper, 1975; 
Perez et al., 1975; Grossberg, 1976). This model 
established many of the elements of current mod- 
els, and so is worth examining in detail. Von der 
Malsburg assumed that synapses of LGN inputs 
onto cortical neurons are modified by a Hebbian 
rule, and that the process is competitive, so that 
some synapses are strengthened only at the ex- 
pense of others. He enforced the competition by 
holding constant the total strength of synapses 
converging on each cortical cell (conservation 
rule). He assumed further that inputs tend to be 
activated in clusters or patterns, so that there are 
correlations in the firing of the inputs; and that 
cortical cells also tend to be activated in clusters 
due to the intrinsic connectivity of the cortex, e.g. 
short-range horizontal excitatory connections and 
longer-range horizontal inhibitory connections. 

The results expected from this model were 

C L L ~ - ~ * )  _I I= CLRb-(l') -I 
Fig. 1. Elements of the mature visual projection. Retinal ganglion cells from the two eyes project to separate laminae of the lateral 
geniculate nucleus (LGN). LGN neurons serving the two eyes in turn project to separate patches or stripes, known as ocular 
dominance columns, within layer 4 of the primary visual cortex. Binocular regions receiving inputs from both LGN layers are shown 
at the borders between ocular dominance columns; such binocular regions exist in some species, such as cats, but not in others, such 
as monkeys. The cortex is shown in cross-section, so that layers 1 through 3 are above and layers 5 and 6 below the layer 4 
projection region. Reprinted by permission from Miller et al. (1989). 0 1989 by the AAAS. 
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described as follows. The synaptic conservation 
rule should 

‘... (lead) to positive or negative interference 
between fibres connected to the same target cell. 
If such fibres are correlated in their activity ... 
their training effects are mutually reinforcing. On 
the other hand, synapses made on the same target 
cell by fibres which are anticorrelated never get 
reinforced.’ 

‘After some time the modifiable synapses will 
have been rearranged so that each possible pat- 
tern of activity in the presynaptic sheet will evoke 
one of the possible patterns of activity in the 
postsynaptic sheet, thereby establishing associa- 
tions between pairs of patterns. For discovering 
which patterns become linked together we use 
the crucial fact that each cell in a sheet belongs 
to several overlapping patterns. Under this condi- 
tion the final projection has the property that 
overlapping stimuli will evoke overlapping re- 
sponses and the responses to non-overlapping 
stimuli will not overlap. The geometrical interpre- 
tation of the resulting projections depends on the 
structure of the patterns of activity allowed.’ (Von 
der Malsburg and Willshaw, 1976). 

Von der Malsburg applied this model to the 
development of orientation columns (Von der 
Malsburg, 19731, the development of ocular domi- 
nance columns (Von der Malsburg and Willshaw, 
1976) and, with Willshaw, to the development of 
topography (refinement of the retinotopic map) 
(Willshaw and Von der Malsburg, 1976). Com- 
puter simulations demonstrated that the models 
could work in each case. For orientation columns, 
inputs were activated in oriented patterns of all 
possible orientations. Individual cortical cells de- 
veloped selective response to one such oriented 
pattern, with nearby cortical cells preferring 
nearby orientations. In the case of ocular domi- 
nance columns, inputs were activated in monocu- 
lar patterns: each activation pattern was a local- 
ized cluster of cells from a single eye, and the two 
eyes were never simultaneously active. Individual 
cortical cells came to be driven exclusively by a 

single eye, and clusters of cortical cells came to 
be driven by the same eye. The tendency of 
overlapping cortical clusters to prefer the same 
eye resulted in a final arrangement of stripes of 
cortical cells preferring a single eye. ‘The spacing 
between the stripes is determined by the range of 
inhibition’ (Von der Malsburg and Willshaw, 
19761, i.e. by the diameter of the intrinsic clusters 
of cortical activity. 

Thus, a synaptic conservation rule was used 
that forced a Hebbian rule to become competi- 
tive. This led individual cells to become selective 
for a single correlated pattern of inputs. Com- 
bined with the idea that the cortex was activated 
in intrinsic clusters, this suggested an origin for 
cortical columns: coactivated cells in a cortical 
cluster would tend to become selective for simi- 
lar, coactivated patterns of inputs. 

A more general framework for analyzing cortical 
development 

This model provided many of the elements of a 
model of cortical development, and it included a 
fundamental experimental prediction: the width 
of an ocular dominance column should be de- 
termined by measurable intracortical inhibition. 
But otherwise, the study of the model was largely 
a set of demonstrations that the ideas could work. 
The range of conditions under which the model 
would work, and the dependence of the model 
results on quantities a neurobiologist could mea- 
sure, were largely unexamined. Such knowledge 
provides the means of testing a model or distin- 
guishing it from alternative mechanisms. 

Consider the model for ocular dominance 
columns: how do the results depend on the corre- 
lations in activities in the input layers? If the two 
eyes are sometimes coactivated, either because 
they are activated independently or because they 
are partially correlated by vision, can ocular 
dominance segregation occur? If inputs are corre- 
lated over a larger or smaller distance within an 
eye, how will this alter the outcome of develop 
ment? How will the fact that inputs from the 
LGN have localized arborizations (‘arbors’) in 
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cortex affect development? Can the size of these 
arbors, or the distance over which inputs are 
correlated, influence the width of the final 
patches? Can columns develop under alternative 
patterns of intracortical connectivity, for example, 
if the intracortical inhibition is weak or non-ex- 
istent during development? How would these 
same questions be answered under alternative 
models of column development? 

To address questions like these, we developed a 
similar model of ocular dominance column devel- 
opment that allowed analytical characterization 
of the outcome of development (Miller et al., 
1989; Miller, 1990a,b; Miller and Stryker, 1990). 
This analysis gives a general understanding of the 
framework for column formation proposed by Von 
der Malsburg, and extends this framework to in- 
clude alternative plasticity mechanisms, alterna- 
tive structures of connectivity and of correlation, 
and alternative implementations of the postsy- 
naptic conservation rule that ensures a competi- 
tion. A detailed discussion of the mathematical 
and biological assumptions necessary for this 
analysis is given in Miller, 1990b. 

We showed that a large class of developmental 
models could be expressed in terms of three 
measurable elements (Fig. 2): (1) a set of correla- 
tion functions, describing the correlation between 
the activities of input pairs as a function of their 
eyes of origin and their retinotopic separation; (2) 
an arbor function that describes the spread of 
input arborizations in cortex allowed by retino- 
tapy; (3) a cortical interaction function describing 
interactions within the cortex by which activity at 
one location influences the effectiveness of corre- 
lated synapses on different cortical cells at nearby 
locations. In the absence of such intracortical 
influences, the competition occumng at each cor- 
tical cell would be independent, and hence devel- 
opment of large-scale clustering of cortical 
properties, such as ocular dominance, would not 
be expected. 

The cortical interaction function is particularly 
dependent on the biological mechanism proposed 
to underly plasticity. In a Hebbian mechanism, as 
used in Von der Malsburg’s model, the cortical 

Visual Cortex 

Left eye 

Fig. 2. Elements of a model of cortical development. Left 
(white) and right (black) input cells innervate cells in layer 4 
of the visual cortex. a and a’ label positions in the input 
layer (LGN) and x and x’  label the retinotopically corre- 
sponding positions in the output layer (cortical layer 4); y 
labels an additional cortical position. The layers are taken to 
be two-dimensional, that is x ,  a, etc. are two-dimensional 
variables. The afferent correlation functions CLL and CLR 
measure, respectively, the correlation in activity between two 
left-eye afferents, and the correlation in activity between a 
left-eye and a right-eye afferent, as a function of the retino- 
topic separation of the two afferents. The arbor function A 
measures anatomical connectivity from a geniculate location 
to a cortical location, as a function of the retinotopic separa- 
tion between the two locations. The cortical interaction func- 
tion I measures the effect of neural activity at one cortical 
location ( x ’ )  on the development of synapses at a lateral 
cortical site ( x ) ;  in a Hebbian model, this function summarizes 
the effects of intracortical synaptic connections, by which 
activation at x’  influences postsynaptic activation at x. The 
left-eye and right-eye synaptic strengths SL and SR represent 
the total physiological strength with which a given afferent 
activates a given cortical cell. These synaptic strengths are the 
dynamical (time-varying) variables in the model. The same 
framework can be applied to a competition between ON-center 
and OFF-center inputs from a single eye, rather than between 
left-eye and right-eye inputs: for example the correlation 
functions would then be CoN-OFF, etc. Reprinted by 
permission from Miller et al. (1989). 0 1989 by the AAAS. 

interaction function is determined by intracortical 
synaptic connections. It is positive over distances 
at which cortical cells tend to excite one another 
and negative over distances at which cortical cells 
tend to inhibit one another. For alternative mech- 
anisms that involve the activity-dependent release 
and uptake of a trophic or modification factor, 
the cortical interaction function also incorporates 
the spread of influence across the cortex due to 
diffusion. 
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Predicting the outcome of development 

The outcome of development under mechanisms 
that can be expressed within this framework can 
be predicted as follows (Fig. 3) (Miller et al., 
1989; Miller, 1990a; Miller and Stryker, 1990). We 
define the arbor radius as the radius of the arbor 
function, i.e. the radius of the retinotopically al- 
lowed arborization of an input to cortex. First, 
cortical cells tend to develop receptive fields con- 
sisting of a subset of inputs that are as correlated 
as possible (Fig. 3A). The most correlated subset 
is determined by the correlation functions but 
also by the arbor function, which restricts the set 
of inputs that can potentially innervate a cortical 
cell. This subset will be from a single eye, and 
hence cortical cells will tend to develop monocu- 
lar receptive fields, provided that (1) inputs within 
each eye are locally correlated, and (2) at all 
separations within an arbor radius, inputs are 
better (or no worse) correlated with inputs from 
their own eye than with inputs from the opposite 
eye (Fig. 3A, top). Second, cortical cells tend to 
develop receptive fields that are as correlated as 
possible with other cortical receptive fields at 
excitatory distances across the cortex, but as anti- 
correlated as possible with other cortical recep- 
tive fields at inhibitory distances (Fig. 3B, top 
left). For ocular dominance, correlated receptive 
fields are those representing the same eye. Thus, 
as suggested by Von der Malsburg, cortical cells 
should be arranged in patches such that the patch 
width of a single eye corresponds approximately 
to the diameter of an excitatory region in cortex. 
More precisely, the width of a left-eye patch plus 
a right-eye patch corresponds to the spatial pe- 
riod that maximizes the Fourier transform of the 
cortical interaction function. 

If intracortical inhibition is absent, then large 
clusters of cortical cells dominated by a single eye 
will form (Fig. 3B, top right). It is, however, 
possible for periodically alternating ocular domi- 
nance columns to develop in the absence of intra- 
cortical inhibition if an additional rule is invoked: 
the total synaptic strength made by each input 
cell must be approximately conserved (Fig. 3B, 

bottom). Note that this presynaptic conservation 
rule is distinct from the conservation rule that 
ensures competition, which is applied to each 
postsynaptic cell. The arbor function limits the 
synapses of each input to an arbor radius from its 
‘best’ cortical location. Thus, presynaptic conser- 
vation limits the width of a patch of inputs from 
one eye to be no wider than the arbor radius, so 
that inputs from both eyes can form their synapses 
within the diameter of any arbor. In this sense, 
the presynaptic conservation rule has an effect 
similar to intracortical inhibition on a scale of 
about half an arbor radius. If inhibition is present 
on such a scale or finer, the rule does not alter 
the unconstrained course of development, but in 
the absence of such inhibition, the rule leads to 
development of ocular dominance columns with a 
width set by the arbors. 

When ocular dominance segregation does oc- 
cur, our analysis also allows prediction of the 
relative degree of segregation. In cats, where ocu- 
lar dominance segregation in cortical layer 4 is 
not complete, there is some binocular overlap at 
the borders between the patches of the two eyes. 
In monkeys, where there is complete segregation 
in layer 4, there is no overlap. To understand 
such alternative outcomes, it is helpful to think of 
the development as a competition between 
monocular and binocular patterns of input. Be- 
cause ocular dominance segregation does tend to 
occur, the fastest-growing pattern of inputs to a 
single cortical cell is a monocular pattern (Fig. 
3A, top); but how much faster does it grow than a 
binocular pattern consisting of inputs from one 
eye in half of the receptive field, and inputs from 
the other eye in the other half (Fig. 3A, bottom 
right)? If the correlations within each eye are 
weak and occur only over input separations that 
are very small compared with an arbor radius, 
then the binocular pattern grows nearly as well as 
the monocular one. In this case the binocular 
pattern has slightly less total correlation than the 
monocular one because of the boundary between 
left-eye and right-eye inputs, but this loss is small 
because the correlations are weak and do not 
extend very far. Alternatively, if the correlations 
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Fig. 3. Determinants of the outcome of cortical development as described by the model. (A) The correlations among input activities 
determine receptive field (RF) structure. Each large circle indicates the receptive field of a single cortical cell. White indicates 
left-eye inputs, shading indicates right-eye inputs. RF structure is determined by the degree to which two same-eye inputs with a 
given retinotopic separation are better correlated with one another than with an opposite-eye input at the same separation. This is 
described by the difference correlation function, CD = CLL - Cm, where we have assumed equality of the two eyes, CLL = C*. 
TOP If CD is always positive within an arbor radius, ocular dominance segregation occurs: a cortical cell receptive field comes to 
receive only left-eye or only right-eye input. BOIITOM If CD were to change sign, so that at small separations same-eye inputs 
were best correlated, but at larger separations within the arbor radius opposite-eye inputs were best correlated, then receptive fields 
would develop segregated left-eye and right-eye subregions. Two alternative possible arrangements of such subregions are indicated. 
The correlation structure alone does not strongly distinguish between these; but the intracortical interactions lead to oriented 
arrangements, such as that at the lower right. The examples shown may be generalized receptive fields tend to form with an 
alternation of left- and right-eye subregions whose spatial frequency maximizes the Fourier transform of CD. (B) Intracortical 
interactions determine the arrangement of cortical cells. Only the case of ocular dominance segregation (A, top) is illustrated. TOP: 
Cells become arranged to best match the interactions. If the interactions are purely excitatory, arbitrarily large regions will become 
dominated by a single eye (top right). Note that interactions are assumed to be a function of distance, identical for every cell, 
although the figure shows them or@ for one cell. BOTTOM If total synaptic strength is conserved over each presynaptic arbor, 
then ocular dominance columns can develop in the absence of intracortical inhibition. Initial arbors are shown stretching over six 
cortical cells. For each eye's inputs to retain approximately equal strength in the final arrangement, as a presynaptic conservation 
rule requires, eye patches can be no larger than half the arbor diameter (three cells wide); so patches of this size will develop in the 
absence of inhibition. This description of the determinants of development applies equally to a competition between ON- and 
OFF-center inputs from a single eye: in that case, CD = -CoN-OFF, white indicates ON-center inputs, shading indicates 
OFF-center inputs. 

are strong and extend throughout the arbor, then 
inputs in one half of the receptive field cooperate 
with correlated inputs in the other half and the 
monocular pattern greatly outgrows the binocular 
one. In both cases Ocular dominance segregation 
will occur, but in the first it will occur weakly: 
binocular patterns will develop on some cells, 
particularly those at the boundaries between the 

patches from the two eyes. In .the second case, 
there will be complete segregation. 

The method used to ensure competition can 
alter the outcome of development, by altering the 
minimal correlation structure needed for develop- 
ment of ocular dominance (Miller et al., 1989; 
Miller and MacKay, 1994). Recall that competi- 
tion is modeled by conservation of total synaptic 
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strength over each cortical cell. If this conserva- 
tion is subtractive, i.e. implemented by reducing 
each synaptic strength by the same amount, then 
ocular dominance can develop when the inputs 
from one eye are even slightly more correlated 
with their neighbors than with those from the 
other eye, as described above (Fig. 3A). If, how- 
ever, this conservation is multiplicative (as was 
Von der Malsburg’s), implemented by multiplying 
all synaptic strength by a renormalizing constant, 
then the tendency to develop ocular dominance 
can be spoiled if the two eyes sometimes fire 
together, even randomly. Thus, if conservation is 
multiplicative, the inputs must be strictly monocu- 
lar in order for ocular dominance to develop (the 
exact requirement depends on details of the 
Hebbian rule but this is a reasonable intuitive 
characterization). Ocular dominance begins to 
develop in the fetus in some animals, and contin- 
ues its development after birth in the presence of 
vision, despite the fact that the two eyes may fire 
together randomly in the fetus and in darkness 
(Mastronarde, 1989; Maffei and Galli-Resta, 1990; 
Meister et al., 1991) and are partially correlated 
by vision after birth. This suggests that subtrac- 
tive rather than multiplicative mechanisms may 
be more appropriate for modeling the competi- 
tive nature of a Hebbian rule in the visual cortex. 

Simulations have confirmed that this frame- 
work is sufficient to account for many aspects of 
visual cortical development, including the devel- 
opment of monocular cells and their organization 
into periodic ocular dominance patches, the de- 
gree of monocular segregation, the restriction of 
afferent arbors to periodic patches of cortical 
innervation, and the effects of monocular depri- 
vation including a critical period (Miller et al., 
1989; Miller, 1990a; Miller and Stryker, 1990). 

Application to the development of orientation 
selectivity 

In cats, the cortical cells in the layers receiving 
the LGN inputs are primarily ‘simple cells’ (Hubel 
and Wiesel, 1962; Bullier and Henry, 1979): ori- 
entation-selective cells whose receptive fields con- 

sist of oriented, spatially segregated subregions 
receiving exclusively ON-center or OFF-center 
excitatory input. The understanding we have 
achieved of the determinants of development 
raises the possibility that oriented cortical simple 
cells could result from a competition between 
ON-center and OFF-center inputs, very much as 
ocular dominance segregation results from a com- 
petition between left-eye and right-eye inputs 
(Miller, 1992, 1994). 

The parameter regime in which ocular domi- 
nance segregation does not develop (Fig. 3 4  bot- 
tom) results in receptive fields reminiscent of 
simple cells, with segregated subregions each re- 
ceiving a different class of input. In particular, 
oriented receptive fields develop (as in Fig. 3A, 
lower right) if development occurs in the pres- 
ence of intracortical interactions. For a competi- 
tion between left- and right-eye inputs, the corre- 
lation structure that yields this outcome is not 
biologically reasonable, but this correlation struc- 
ture, in which sign changes as a function of dis- 
tance, is plausible for a competition between ON- 
and OFF-center inputs (Fig. 4). 

Thus, orientation selectivity could develop 
through competition between ON-center and 
OFF-center inputs. The outcome of such compe- 
tition is the formation of receptive fields like 
those of Fig. 3 4  lower right, but with segregated 
subregions of ON-center and of OFF-center in- 
puts rather than of left-eye and of right-eye in- 
puts. Such receptive fields strongly resemble cor- 
tical simple cells. The parameter regime leading 
to this result (Fig. 3A, bottom) is that in which 
ON-center cells are best correlated with other 
ON-center cells at small retinotopic separations, 
but are best correlated with OFF-center cells at 
larger retinotopic separations within an arbor ra- 
dius (Fig. 4). Experimental measurement will be 
necessary to determine whether such a correla- 
tion structure is actually present during develop 
ment. 

Simulations have demonstrated that competi- 
tion between ON- and OFF-center inputs under 
these conditions leads both to the development of 
oriented simple cells and to their continuous ar- 
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Fig. 4. Plausibility of a correlation structure between ON- and 
OFF-center inputs that would lead to development of orienta- 
tion selectivity. Striped regions represent ON regions, and 
white regions represent OFF regions. Orientation selectivity 
develops in the dark (Wiesel and Hubel, 1974; Sherk and 
Stryker, 1976; Chapman and Stryker, 19931, so we consider 
correlations in spontaneous activity, in the absence of vision, 
due to common input from photoreceptors (Mastronarde, 
1989). (A) Correlations at small retinotopic separations, where 
receptive field (W centers overlap. Left: Two ON-center RFs 
have overlapping ON-centers and overlapping OFF-surrounds, 
and hence would be expected to frequently receive common 
input and thus to be well correlated. Right: For an ONcenter 
and an OFF-center RF at similar separations, ON-center 
overlaps OFF-center, and ON-surround overlaps OFF-sur- 
round, so anticorrelation is expected. Such correlations and 
anticorrelations at separations where centers overlap have 
been observed in dark activity of retinal ganglion cells 
(Mastronarde, 1989). (B) Correlations at larger retinotopic 
separations, where RF center overlaps RF surround. Left: 
Two ON-center RFs. The ON-center of each RF overlaps the 
OFF-surround of the other, and so the two would be expected 
to rarely receive common input, and thus to be poorly corre- 
lated or anticorrelated. Right: An ON-center and an OFF- 
center cell. The ON-center of one RF overlaps the ON-sur- 
round of the other, and similarly OFF-center overlaps OFF- 
surround, so better correlation might be expected than at left. 
While such correlations have not been observed, measure- 
ments have only been made in the retina; the LGN has 
stronger RF surrounds compared to the retina, so this effect 
might origbate in or become enhanced in the LGN. 

rangement in periodic orientation columns re- 
sembling those seen experimentally (Miller, 1992, 
1994) (Fig. 5). The determinants of development 
follow the same general framework discovered for 

ocular dominance. The receptive fields consist of 
a subset of inputs that are as correlated as possi- 
ble. Because of the change in correlations with 
distance, this subset consists of segregated, adja- 
cent subfields of ON- and OFF-center inputs. For 
example, ON-inputs in an ON- subfield are, given 
this correlation structure, better correlated with 
OFF-inputs in an adjacent subfield than they 
would be with ON-inputs at that adjacent loca- 
tion. The intracortical interactions determine that 
the receptive fields of cortical cells are as corre- 
lated as possible at excitatory distances and as 
anticorrelated as possible at inhibitory distances. 
This both determines that individual receptive 
fields will be oriented (Fig. 3A bottom right rather 
than bottom left), and determines the arrange- 
ment of the orientation map. The determination 
of the width of the orientation columns by this 
mechanism is complicated, involving intracortical 
interactions, correlations and arbors. The fact 
that the width of orientation columns is de- 
termined somewhat differently than the width of 
ocular dominance columns is consistent with ex- 
periment: in both cats and monkeys, the periods 
of these two systems differ by 20-30% (Hubel et 
al., 1978; Loewel et al., 1988). A novel finding of 
the model is that the spatial phase of cortical 
simple cells - i.e. the spatial location within the 
receptive field of the ON-regions and of the 
OFF-regions - is a critical variable in determin- 
ing the orientation maps. Hence, the maps of 
orientation and of spatial phase must be mea- 
sured simultaneously to understand the origin of 
the orientation map alone. 

Note that these ideas have diverged from those 
of Von der Malsburg. He conceived of orienta- 
tion selectivity arising through a process by which 
competing oriented patterns of inputs become 
associated with different clusters of coactivated 
cortical cells. In the present model, there are no 
oriented patterns of inputs. Rather, competing 
ON- and OFF-center inputs converge onto corti- 
cal cells but become segregated within receptive 
fields. Given intracortical interactions, this leads 
to the emergence of orientation selectivity and its 
organization across cortex despite the absence of 
oriented patterns in the inputs. 
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These ideas demonstrate the potential power of 
modeling. We began with the belief, based on 
work in ocular dominance columns, that a 
Hebbian or similar mechanism is operating in the 
development of visual cortex. A general analysis 
of such competition demonstrated an unexpected 
outcome: convergence of two competing input 
populations onto postsynaptic cells but segrega- 
tion within individual receptive fields. Previously, 
Hebbian competition between competing input 
populations was assumed to produce segregation 
between postsynaptic cells, as in ocular domi- 
nance segregation (but see Linsker, 1986a,b,c, 
discussed below). Identification of this novel 
parameter regime with cortical simple cells sug- 
gested an unexpected explanation for the origin 
of orientation selectivity in visual cortex. This 
explanation is testable: experiment can determine 
whether the postulated correlation structure is 
present during development, and experimental 
manipulations that would disrupt the ON/OFF 
correlation structure, for example forcing all in- 
puts to fire in synchrony, should prevent the de- 
velopment of orientation selectivity if the hy- 
pothesis is correct. 

Strengths and limitations of this approach 

This framework allows understanding of the re- 
sults of development based on the spatial ar- 
rangements of correlations, arbors, and intracorti- 
cal interactions. This is the same level of detail as 
that studied in many experiments on column for- 
mation (Miller and Stryker, 1990): measurement 
or perturbation may be made of the correlations 
between competing sets of inputs, the arboriza- 
tions of those inputs in the cortex, or the types 
and interconnections of cells in cortex, as well as 
of the biochemical mechanisms underlying plas- 
ticity. The model thus systematically connects ex- 
perimentally measurable and perturbable quanti- 
ties with expected developmental outcome at 
similar levels of detail. It also demonstrates that 
formulation of the problem at this level is suffi- 
cient to account for a wide range of observed 
phenomena, and it makes a number of novel 
predictions, for example, that the development of 

orientation selectivity may depend on the 
ON/OFF correlation structure. 

Our analysis focuses on predictions that are 
independent of the details of biological non-lin- 
earities, because the nature of these is largely 
unknown. We accomplish this by concentrating 
on the initial development of a pattern of the 
difference between two similar input projections; 
this difference is initially small, allowing lineariza- 
tion of the equations (Miller, 1990b). We restrict 
our analysis to elements that develop in the early, 
linear regime of the model and thus are very 
robust to implementation details. These include 
the column width, and the very facts that cortical 
cells become monocular or orientation-selective. 
We do not address questions like the detailed 
layout of ocular dominance columns (i.e. long 
straight stripes vs. irregular patches), that depend 
on non-linearities and hence may vary with de- 
tails of model implementation. The results must 
also be robust to noise, meaning that they de- 
velop from essentially any randomly chosen initial 
condition. Similarly, we respect biological con- 
straints such as the exclusively excitatory nature 
of the LGN input to cortex. 

This framework does not address the details of 
neuronal structure or the temporal structure of 
activation and plasticity. The conjunctions of acti- 
vation that lead to Hebbian plasticity depend in a 
complex way on the temporal and spatial distribu- 
tions of input activities, on interactions through 
the dendritic structure of the postsynaptic cell, 
and on the biophysical and learning mechanisms 
at the synapse. Yet in our model this is expressed 
simply through a correlation function that sum- 
marizes the ability of inputs to cooperate in 
achieving Hebbian plasticity on any postsynaptic 
cell, and the postsynaptic cell is collapsed to a 
point without dendritic structure. In a sense we 
are begining with the answer: we know that the 
competition ultimately leads an entire cell to be- 
come dominated by a single pattern of inputs. 
Thus, competition is ultimately integrated over 
the cell as a whole, so we ignore finer levels of 
competition. 

Our framework also ignores cell- and cell-type 
specific connectivity. Given the complexity and 
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Fig. 5. Development of orientation selectivity through competition between ON- and OFFcenter inputs. Results from simulation of 
development in a 31 by 31 array of cortical cells. (A) Development of orientation selectivity in receptive fields of a 3 by 3 group of 
cortical cells. Difference between ON-center and OFFcenter synaptic strength at each point in each receptive field is shown, at six 
time steps ranging from a randomly assigned initial condition (T = 0) to the final state. (B) Time development of map of preferred - -  
orientation from-the same simulation. Each pixel shows the 

specificity of cortical connections, why should the 
intracortical interactions be described simply as a 
function of the horizontal separation of two corti- 
cal sites? There is at present no compelling an- 
swer for this question based on realistic models of 
cortical circuitry, although simplified circuits with 
this property can be constructed (Von der Mals- 
burg, 1973; Wilson and Cowan, 1973; Pearson et 
al., 19871, and there are bits of evidence for the 
real cortex (Miller and Stryker, 1990). Again, we 
begin with the solution: without an interaction 
function that depends on separation, it is difficult 
to account for such regular spatial properties as 
periodic columns. Should the cortical interaction 
function and correlation functions be indepen- 
dent of one another? It may be that the average 
distance over which intracortical interactions are 
excitatory depends on the average size of a coac- 

‘best’ orientation of one cortical cell. Orientation selectivity 

tivated set of inputs, and not simply on intrinsic 
circuitry in cortex. By beginning with the separate 
role of each of these functions, we reach an 
understanding that will serve us even if it turns 
out that one function partly determines the other. 

The role of realistic models 

Realistic modeling may help bridge the gap 
between biophysically realistic neuronal proper- 
ties and the level at which our modeling begins. If 
the plasticity rule is coupled to local postsynaptic 
voltage, why should the competition on a single 
cortical cell result in the left eye or right eye 
winning the entire cell, rather than in an indepen- 
dent competition for each dendrite? The answer 
will ultimately be determined by detailed single- 
cell modeling (Lytton and Wathey, 1992), which is 
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cordpreference for best orientation) is initially extremely slight, as seen in (A). Note that, because orientation is a circular variable, 
black and white extremes both represent vertical. If one grid interval is regarded to represent about 100 pm, the final map shows 
reasonable resemblence to maps measured in cats. This scale is biologically plausible, corresponding for this simulation to arbor 
diameters of about 1 mm, purely excitatory intracortid interactions over about 200 pm, and a change in sign in ON/OFF 
correlations (Fig. 3A bottom) at a retinotopic separation corresponding to about half an arbor radius. 

just beginning to be used to explore synaptic 
plasticity (Holmes and Levy, 1990; Zador et al., 
1990; Brown et al., 1991). Using realistic but 
linear membrane biophysics, realistic synaptic 
conductances, and a Hebbian plasticity rule that 
depends on local postsynaptic voltage, it has been 
found that there are conditions in which one or a 
small number of patterns of synaptic inputs ‘takes 
over’ an anatomically detailed hippocampal 
pyramidal cell (Brown et al., 1991). The parame- 
ters that give this result are still under investiga- 
tion, but are difficult to characterize due to the 
complexity of the model. Should intracortical in- 
teractions be described simply as a function of 
intracortical separation? This could be investi- 
gated by constructing biophysically and anatomi- 
cally realistic models of activation in cortical net- 

works, using methods like those described in 
Traub and Miles (1992), in order to determine the 
cortical interactions that emerge on a time scale 
appropriate to affect plasticity in a correlated 

Such piece-by-piece use of biophysical model- 
ing to evaluate or alter key assumptions in a 
simplified model should be contrasted with an 
attempt to directly attack a developmental prob- 
lem using a biophysically detailed simulation. The 
latter approach faces two major hurdles. First, it 
must necessarily use a very simplified version of 
the biophysics, for practical reasons. It is at pre- 
sent computationally impossible to simulate de- 
tailed model networks like those, say, of Traub 
and Miles (Traub and Miles, 1992) for the hours 
or days of real time that are the minimum needed 

group of inputs. 
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to study development. Second, despite such sim- 
plification a biophysically detailed model of plas- 
ticity necessarily has a large number of parame- 
ters that are not constrained by experimental 
knowledge. Some means of managing this com- 
plexity must be found. 

Inclusion of biophysical detail does not neces- 
sarily render a model more realistic (see related 
discussion in Sigvardt and Williams, 1992). For 
example, one recent model of development in 
somatosensory cortex (Pearson et al., 1987) used 
a plasticity rule involving hypothetical receptors 
with complicated kinetics and 14 arbitrary 
parameters, and rules for cortical cell activation 
requiring specification of 10-15 additional 
parameters. But, under the conditions studied, 
the plasticity rule reduced to a Hebbian rule in 
which plasticity occurs only when the postsynaptic 
cell is depolarized, and the pattern of cortical 
activation was simply short-distance excitation and 
longer-distance inhibition (Miller and Stryker, 
1990). Thus, our analysis could be applied so that 
the results could be understood from the correla- 
tions in the input patterns used, the arbors, and 
the intracortical interactions as specifled by the 
range of excitation and inhibition (Miller and 
Stryker, 1990). Interesting developmental results 
were obtained, but understanding was obscured 
rather than enhanced by using biologically uncon- 
strained complexity to implement a very simple 
model. In particular, because the authors did not 
understand what determined the width of the 
cortical patches that developed in their model, 
they did not realize that certain aspects of their 
results could be ruled out by existing physiologi- 
cal observations (Miller and Stryker, 1990). 

In sum, models must be informed and con- 
strained by biological knowledge at their particu- 
lar level of realism or abstraction. An increase in 
detail does not imply an increase in realism; 
unrealistic or unconstrained details may obscure 
rather than enhance understanding. Genuine 
study of the problem of plasticity at deeper levels 
of biological realism will extend and transform 
our knowledge, but this will likely need to be 

guided by, and will in turn guide, the understand- 
ing we gain at a more simplified level of descrip- 
tion. 

Abstract models of activity-dependent 
development 

Models of development may also be formulated 
at an abstract level. These models explore dy- 
namical or optimization principles that may lead 
to patterns like those observed in development. 
The elements of these models cannot readily be 
identified with biologically measurable quantities; 
but the simplified setting may expose principles 
that can carry over to a biological setting. 

One set of models characterizes the Fourier 
transforms of biological patterns, either directly 
(Rojer and Schwartz, 1990) or by positing devel- 
opmental rules that are simple in Fourier space 
(Swindale, 1980, 1982). Swindale proposed that 
ocular dominance at one cortical site influences 
the growth of ocular dominance at another corti- 
cal site according to a simple function of distance, 
and that these influences add linearly; the biolog- 
ical nature of the influence was not specified 
(Swindale, 1980). Such a rule selects periodic pat- 
terns of ocular dominance whose spatial period 
corresponds to the peak of the Fourier transform 
of the influence function. A similar rule, propos- 
ing that orientations influence one another’s 
growth according to a function of distance (Swin- 
dale, 1982), selects a periodic pattern of preferred 
orientations in the same way. 

The strength of these models is that they accu- 
rately describe observed maps of orientation and 
ocular dominance in a very simple way. Further- 
more, the simplicity of the models allows interest- 
ing reasoning about issues such as monocular 
deprivation (Swindale, 1980) or the spacing of 
orientation singularities (Swindale, 1982). The 
problems with these models are that they cannot 
obviously be distinguished from more complex 
models that would yield a similar final distribu- 
tion of power in Fourier space, and they do not 
propose a biological mechanism by which the 
posited influences might be exerted. 
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In the case of the ocular dominance model, 
there is a simple bridge to a biologically identifi- 
able model. In the limit in which each eye fires as 
a unit, so that correlations are completely speci- 
fied by eye of origin without need to specify 
retinotopic position, the model we proposed for 
ocular dominance reduces to one in terms of an 
influence function. The influence function is then 
specified in terms of biologically identifiable fac- 
tors: correlations, arbors, cortical interactions, and 
presynaptic conservation rules if any. However, in 
the case of orientation selectivity our model does 
not provide such a connection: in our model, the 
interaction between two cells of the same orienta- 
tion can vary from maximally positive to maxi- 
mally negative depending on the spatial phases of 
the two receptive fields, so an influence function 
cannot be derived that depends on orientation 
difference alone. 

Another set of models posit simplified versions 
of Hebbian rules. Linsker used linear Hebbian 
rules with synapses that could be either positive 
or negative, and a constraint that fixed the total 
percentage of positive and of negative synaptic 
strength in a receptive field (Linsker, 1986a,b,c; 
analyzed in Miller, 1990b; MacKay and Miller, 
1990a,b). Variation of those percentages and of 
the input correlations revealed circumstances in 
which interesting receptive field structures arise. 
Correlations that oscillate led to spatially struc- 
tured receptive fields with segregated regions of 
positive and negative synaptic input. Symmetry 
could spontaneously break, so that circularly sym- 
metric inputs and arbors led to oriented receptive 
fields. However, the orientation-selective cells de- 
veloped only when the constraint was finely tuned, 
and then only in the non-linear regime of devel- 
opment (MacKay and Miller, 1990a). Most of the 
results similarly depended on the constraint and 
its tuning, on the ability of synapses to become 
either positive or negative (or more generally, on 
the assumption of complete indistinguishability of 
positive and negative synapses (Miller, 1990b)), 
and on the particular choice of saturating synap- 
tic non-linearities (Miller, 1990b; MacKay and 
Miller, 1990a,b). Thus, this model demonstrated 

previously unknown dynamical outcomes that 
could arise from Hebbian rules, but it did not 
demonstrate biologically plausible or robust ways 
to achieve those outcomes. 

Other simplified Hebbian models use the self- 
organizing feature maps of Kohonen (Kohonen, 
1989) or similar algorithms (Durbin and 
Mitchison, 1990) to model the development of 
ocular dominance and orientation columns 
(Durbin and Mitchison 1990; Obermayer et al., 
1990,1991,1992). The Kohonen mappings are an 
abstraction of a Hebbian rule. The major abstrac- 
tions are that, for any given input pattern, the 
output of cortical cells is determined without 
intracortical interactions, and reinforcement of 
active inputs then occurs only on the most acti- 
vated cortical cell and its near neighbors, a repre- 
sentation of localized clusters in cortical activa- 
tion. Multiplicative constraints conserve the sum 
of squares of the synaptic weights over each corti- 
cal cell. These mappings are amenable to analysis 
and have a number of interesting features. They 
lead to continuous maps in which all inputs gain 
equal representation in cortex if activated equally 
often, nearby inputs develop nearby cortical rep- 
resentations, and a constant distance across the 
cortex corresponds to a roughly constant distance 
in ‘input space’. If the input space has more than 
the cortex’s two dimensions - for example, the 
five-dimensional space of ocular dominance, pre- 
ferred orientation, orientation selectivity, and 2D 
retinotopic position - this means that, when one 
feature is changing rapidly across cortex, the oth- 
ers will be changing slowly. The algorithms pro- 
duce realistic maps of orientation (Durbin and 
Mitchison, 1990; Obermayer et al., 1990) and of 
ocular dominance (Kohonen, 1989; Obermayer et 
al., 1991,1992), and reproduce many of the exper- 
imentally observed relationships between orienta- 
tion and ocular dominance columns (Obermayer 
et al., 1991, 1992). 

These mapping algorithms have several prob- 
lems as biological models: they do not predict the 
column widths in any straightforward way from 
biologically identifiable parameters; as imple- 
mented thus far, they cannot break symmetry to 
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develop oriented responses from non-oriented in- 
put patterns, and more generally, the biological 
interpretations of the various abstractions used 
are not clear. But these models demonstrate sim- 
ple rules that can account for complicated aspects 
of cortical maps, and their formal closeness to 
Hebbian rules suggests that they may serve as a 
guide for more biologically based models. 

The abstract models demonstrate that differing 
dynamical mechanisms may converge on similar 
results resembling those seen biologically. Con- 
versely, very different biological mechanisms may 
hide similar underlying dynamics. Furthermore 
some aspects of the results of a model may vary 
with details of implementation and thus not be 
firmly tied to the mechanism being studied. Thus, 
resemblance of model and biological results 
should not be viewed as a validation of a pro- 
posed model; rather it is a demonstration that a 
proposed mechanism can be involved, under some 
circumstances, in achieving results like those 
found biologically. 

Summary and conclusions 

What makes a useful model of neural develop- 
ment? One important contribution of modeling is 
to demonstrate that proposed biological mecha- 
nisms can be sufficient to account for experimen- 
tal results. The Von der Malsburg model is a 
classic example. But such demonstrations alone 
do not provide tools to experimentally distinguish 
one mechanism from another. To draw such dis- 
tinctions, the connection between measurable bi- 
ological quantities and developmental outcomes 
must be established. 

Perhaps the most important task for the future 
of developmental modeling is to deepen the con- 
nection between theory and experiment. Experi- 
mentally, this requires detailed and difkicult mea- 
surements or experimental perturbations of the 
correlations among inputs and the intracortical 
connectivity existing during development. Simul- 
taneous measurement of the maps of spatial phase 
and orientation of mature simple cells will pro- 

vide important information for the understanding 
of orientation column development. 

Theoretically, the number of open problems is 
enormous. How will inclusion of additional plas- 
ticity mechanisms, such as sprouting and retrac- 
tion of synapses or plasticity of intracortical con- 
nections, alter the analytical understanding thus 
far achieved? What precisely determines the width 
of orientation columns in the model presented 
here? Can the relationship between ocular domi- 
nance and orientation columns be understood 
from developmental rules in a testable way? The 
existing framework may be extended to a three- 
dimensional cortex and to more complex models 
of intracortical connectivity. It may also be ap- 
plied to other developmental phenomena includ- 
ing the development of lamination in the LGN 
(Shatz and Stryker, 1988; Hahm et al., 1990, the 
formation of visual maps in experimentally al- 
tered auditory cortex (Roe et al., 1990,19921, and 
the mapping of visual and auditory maps in the 
optic tectum (Knudsen and Brainard, 1991; 
Brainard and Knudsen, 1993). For each system 
the goal is to develop testable predictions as to 
the patterns of activity and connectivity that could 
or could not lead to the results observed given a 
proposed mechanism of plasticity. Incorporation 
of deeper levels of biophysical realism will extend, 
deepen, and perhaps fundamentally alter the 
framework presented here. An important goal for 
the future will be to understand the computatio- 
nal and functional significance of developmental 
rules. 

Activity-dependent, competitive mechanisms of 
synaptic plasticity appear to play an important 
role in many processes of late neural develop- 
ment, where an initially rough connectivity pat- 
tern refines to a precise, mature pattern. A 
prominent example is the formation of ocular 
dominance columns in the visual cortex of many 
mammals. These processes may be modeled at 
several levels. Simple models use abstract neu- 
rons and assume synaptic modification according 
to a Hebbian or similar correlation-based rule. 
These models incorporate biological constraints 
and attempt to predict large-scale developmental 
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patterns from the combination of synaptic-level 
plasticity rules and measurable biological patterns 
of activation and connectivity. More detailed 
models attempt to incorporate various levels of 
biophysical realism, including membrane and 
channel properties and dendritic geometry. Abs- 
tract models examine the connectivity patterns 
that may result if biological development follows 
certain dynamical or other abstract rules, without 
concern for how such rules might be implemented 
at the synapse. The strengths and weaknesses of 
these approaches have been examined in the pre- 
sent review through study of models for the de- 
velopment of ocular dominance and of orienta- 
tion selectivity in the visual cortex. 
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